Abstract—NTUStreaming is an overlay P2P-based IPTV system that integrates innovations in both overlay networking and video coding for optimal user experience. The system consists of three key components: partnership formation, robust video coding, and video segment request scheduling. For partnership formation, a graph construction mechanism TYPHOON based on epidemic algorithms is developed to reduce disconnect time and isolated peers. For robust video coding, a multiple description coding (MDC) scheme with spatial-temporal hybrid interpolation (STHI) is proposed to adjust streaming traffic according to the bandwidth and device capability of each peer. For request scheduling, an optimization algorithm is developed by taking the available bandwidth and the video segment type into account. Experimental results show that NTUStreaming is able to deliver optimal video quality in lossy and dynamic networking environments.
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I. INTRODUCTION

WITH the rapid advances in multimedia entertainment, broadband networks, and semiconductor manufacturing technologies, high-speed multimedia communication is coming of age. Video broadcasting over the Internet, i.e., IPTV, is one of the most promising multimedia entertainment applications on the rise. The key to a successful IPTV system lies in the quality of services (QoS). For content providers with enough financial power and high sensitivity to the copyright issue, a conventional distributed network consisting of servers and caches may be a preferred solution for content delivery. However, the recent success of P2P IPTV services, such as PPLive [29] and CoolStreaming [12], is an evidence of the fact that the digital content world is evolving. Web 2.0 allows the general public to create and share contents of their own. In this new content world, an economic P2P approach to content distribution is attractive. According to a recent measurement study, Huang et al. [34] shows that over 80% of the users on the Internet have download capacity more than 1500 kb/s and upload capacity more than 384 kb/s, which is quite enough for P2P streaming. Our objective is to develop a scalable and robust P2P IPTV system for quality video broadcasting over the Internet.

NTUStreaming, the proposed IPTV system, takes the following design features into considerations: 1) an overlay peer-to-peer networking approach, with which the system can exploit the resources, such as storage and bandwidth, available among the peer users for better scalability; 2) an MDC approach, with which heterogeneous peers can flexibly subscribe to streams of different resolutions and enjoy the best quality their available resources permit; and 3) a bandwidth-aware scheduling algorithm, where the schedule of the video segment transmissions is based on the resolution of video segments and network bandwidth available. The architecture consists of three major technical components: partnership formation, multiple description coding, and video segment request scheduling. The partnership formation component is responsible for finding the peers to serve video segments. The multiple description coding determines the encoding and playback strategy for better video quality. The video segment request scheduling algorithm manages how and where to request the video segments. NTUStreaming is one of the pioneering IPTV systems that integrate innovations in both overlay networking and video coding for optimal user experience.

The partnership formation component is essential for the overlay P2P-based video broadcasting. In the P2P network paradigm, a video stream is divided into segments, which are delivered from peers to peers. More specifically, a user chooses a number of peers to form a partner group, and it receives video segments from these partners. A user may also be chosen by other peers in the network to be their partners. How the partner and consumer relationship is established impacts the efficiency and stability of the network. In fact, load balancing and stability of the partnership in the presence of peer dynamics are the main design considerations in the partnership formation of NTUStreaming. Experimental results show that, relative
to the state of the art [2], the partnership formation scheme of NTUStreaming is able to enhance the stability of the P2P partnership without compromising the system load balance.

MDC is the component that impacts the user perception of the video. Built on top of the multiple state video coding [3–5], our proposed MDC scheme adds two streams of lower-resolution pictures to enhance scalability and error resilience. When a description is missing, we introduce a hybrid interpolation scheme, called Spatial-Temporal Hybrid Interpolation (STHI) [6], which exploits both spatial and temporal information to improve the video quality.

The networking and video coding components are further integrated through a video segment request scheduling mechanism. The video segment request scheduling in the state-of-the-art CoolStreaming is heuristic based. A policy that requests the rarest segment first could be inadequate for heterogeneous networks. We formulate the segment scheduling component as an optimization problem, which allows each node in a heterogeneous network to request segments of particular spatial or temporal resolutions based on the available bandwidth. As a result, the system is able to better utilize available resources and achieve better video quality.

The rest of this paper is organized as follows. Section II describes related work, and Section III presents the partnership formation of the overlay network. Section IV explains MDC-STHI and the integration of the whole system. Section V discusses the comparison between MDC-STHI and layered video coding. The bandwidth-aware data scheduling mechanism is given in Section VI. Section VII presents experimental results and discussions, and Section VIII concludes this paper.

II. RELATED WORK

The distribution of video streams over IP is a quasi-reliable multicast problem in nature. Solutions at the network layer have long existed. Multicast routing protocols such as DVMRP [7] and PIM-SM [8] are widely implemented in commercial routers. Reliable multicast solutions at the network layer such as SRM [9] have also been proposed since 1997. The common problem of the network-layer solutions is the difficulty in deployment because every router in between the senders and receivers needs to run the required mechanisms for the multicast video broadcasting to work. To achieve scalability through adjustment in the application layer, several designs have been proposed recently, including Application-level Multicast [10], ZigZag [11], CoolStreaming [12], SplitStream [13] and AnySee [14]. All of them exploit the deployment flexibility at the application level. Among the existing systems, CoolStreaming is closest to ours but different in the design of partnership formation, video coding, and video segment scheduling [15].

MDC has received only little attention in P2P streaming. Padmanabhan et al. [16] introduced data redundancy to CoopNet using MDC. Zink et al. [17] discussed the feasibility of MDC for P2P networks and compared it to hierarchically layered video coding. Khan et al. [18] compared the performance of MDC over P2P networks with that of content delivery networks (CDNs). Conventional MDC schemes are seldom used in practice because they are too complex and usually use nonstandard video codecs. On the other hand, our scheme is built on top of multiple state video coding, which is easy to implement using standard codecs as basic components.

Layered video coding (LVC), such as scalable video coding (SVC) [23] and MPEG-4 fine grained scalability (FGS) profile [32], which encodes video into streams with temporal, spatial, and SNR scalability, is adopted in some P2P streaming systems [19], [20], [30]. The scalability of LVC is especially suitable for heterogeneous networks. However, the major drawback of the layered coding approach is its high complexity and lack of error resilience. On the contrary, the simple MDC-STHI scheme provides both scalability and error resilience.

III. PARTNERSHIP FORMATION

The partnership formation component determines for each user a list of partner peers that can serve video segments to the user. Because the peers may leave or join the overlay network at any time, it is necessary to select substitute partners for reliability. A balanced and robust partnership formation policy achieves both load balance and stability. In this section, we survey a state-of-the-art partnership formation mechanism SCAMP and then propose TYPHOON to improve the system stability while maintaining load balance. The terms used in this section are defined in Table I.

A. SCAMP

SCAMP (Scalable Membership protocol) [2], which is used in CoolStreaming, is a peer-to-peer partnership formation protocol operating in an unstructured and fully decentralized manner. Each node under this protocol searches for potential neighbors to connect with by a gossip-based messaging mechanism [21], [22]. Each node maintains a list of partner peers, PartialView, and a list of consuming peers, InView. To avoid staleness, every entry in the PartialView has a finite lifetime, and each node sends subscription messages periodically to reset the expiration time. These messages are also used to update the partner list as nodes join and leave the system dynamically.

The process of a new node joining the system is illustrated in Fig. 1. When a peer node 7 joins the system for the first time, it adds the contact node 1 in its PartialView. The contact node then advertises the identifier of this newly joined node to all its partner peers and to a predetermined number of additional peers randomly selected from its PartialView. When receiving a subscription message, the peer adds the newly joined node to its PartialView with a probability of $1/(1+M)$, where $M$ is the PartialView size. If the newly joined node is not added to the PartialView, the subscription message is randomly forwarded to another node in the PartialView.

<table>
<thead>
<tr>
<th>TABLE I Nomenclature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partner Peer</td>
</tr>
<tr>
<td>Consuming Peer</td>
</tr>
<tr>
<td>Contact Node</td>
</tr>
<tr>
<td>PartialView</td>
</tr>
<tr>
<td>InView</td>
</tr>
</tbody>
</table>
In SCAMP, subscription forwarding and partner selection processes are purely random. Although this achieves good load balancing, our experiments show that the network becomes unstable in dynamic environments, resulting in disconnection and video interruption.

B. TYPHOON

The robustness of traditional gossip-based protocols like SCAMP heavily relies on the success of message forwarding. When a peer leaves the overlay network, it should inform all peers in the InView and PartialView of its departure. If a peer leaves the SCAMP network without informing other peers, all peers in its PartialView can notice the partnership change after a heart-bit cycle. However, the peers in its InView can not get any signal of its departure. This kind of asymmetry results in network instability and frequent message losses. To solve this problem, we propose TYPHOON—an improved SCAMP protocol—based on the concept of preferential message forwarding and epidemic algorithms [21].

TYPHOON consists of two major parts: preferential random forwarding (PRF) and preferential random selection (PRS). The first part, PRF, allows preferential random forwarding of the subscription messages. When a node re-subscribes itself, partners with larger partnership are favored and have a higher probability to be chosen. For the balance of the partnership, subsequent forwarding of the subscription messages is sent to partners with smaller partnership. The second part, PRS, allows preferential selection of partners. In SCAMP and PRF, a node is selected as a partner with the probability \(1/(1+M)\). In PRS, a peer with small partnership size selects peers with higher probability until reaching the lower bound of the partnership size. Similarly, if the partnership size of a peer is larger than an upper bound, the peer simply replaces one of its partners with the newly selected partner and forwards the subscription messages of the replaced partner to others.

TYPHOON is designed as a general architecture that works equally well regardless of the size of membership. Compared to SCAMP, TYPHOON is more resilient to heavy churns that may break down or disconnect loosely connected small overlay networks. Unlike SCAMP, TYPHOON maintains a moderate membership size for each peer. This helps keep the traffic between peers manageable. As the number of partners of each peer grows, the message processing traffic becomes heavier and can potentially go beyond the limit for, for example, handheld devices in a heterogeneous network that have very limited resource. For applications considered in our work, this is certainly undesirable.

Compared to SCAMP, TYPHOON is more resilient to heavy churns that may break down or disconnect loosely connected small overlay networks. TYPHOON and SCAMP both periodically search for new partners to add and time out the old partners. To make the search scalable, the subscription messages they send and the partner list they record are both local. The disconnection in the overlay network under peer dynamics is the problem that rises from such local discovery of new partners. A peer may break away to add certain partners randomly or with preference to available bandwidth and content. Not knowing whether the added partners are well connected to the rest of the network, a small island can be formed and becomes disconnected from the major crowd. The subsequent searches for new partners are limited to peers on the island because none of the peers have any information of the major crowd from whom they get disconnected by chance. In simpler words, the disconnection of overlay network does not mean ‘peers physically breaks from the network’. Rather, it means the search network for potential partners clustered so much that islands are formed.

Peers on the disconnected island may need to spend several swarming cycles to figure out the fact that they are isolated and some additional time to re-contact the bootstrap servers to get back on the network. In delay-sensitive video streaming systems, such outage of video streams may cause a significant amount of disturbance to multiple users. The best way to solve the isolation problem is to prevent it from happening. This is why TYPHOON, considering the connectivity of the candidate partners, can effectively mitigate the peer isolation problem and, in return, provides better overlay network stability.

IV. MULTIPLE DESCRIPTION CODING

MDC is a critical component directly affecting user satisfaction. In a P2P network, each peer downloads data from and uploads data to multiple peers, but the peers may join or leave the network at any time. MDC is especially useful for such a dynamic network with path diversity because it allows a receiver to obtain the baseline quality as long as one supplier survives. In our system, we decompose a video stream in the temporal dimension for diversity gains, and encode the odd frames based on the previous odd frames and the even frames based on the previous even frames. The two sub-streams are transmitted separately and played back with synchronization at the receiver. Such a design is more fault tolerant than conventional video coding because when one sub-stream is lost due to network congestion, the decoder can still independently display the remaining sub-stream with controlled degradation. This method would lower the coding efficiency a little because the temporal relationship is not fully exploited. As shown in Fig. 2, multiple state video coding, using MPEG4 for both descriptions, loses
about 1 dB in PSNR in comparison to normal MPEG4 video at the same total bit rate.

Based on the concept described above, we propose a new coding scheme named MDC-STHI, which generates four sub-streams as shown in Fig. 3. Sub-streams $E_f$ and $O_f$ represent the even and odd streams, respectively, encoded from the original full-size video. $E_q$ and $O_q$ denote the down-sampled version encoded at a lower bit rate. In our implementation, a 2:1 down sampling is applied in each dimension to the video frame to generate the quarter-size video. While $E_q$ and $O_q$ require extra bits to encode, we show in Section VII that the combination of the four sub-streams has many desirable features for video streaming over P2P networks.

Fig. 4 illustrates a possible P2P networking scenario using MDC-STHI. Generally, Internet users with various computational capabilities are connected through networks of different bandwidths, and they are randomly grouped as peers for video streaming in a P2P environment. In Fig. 4, the number of circles indicates roughly the amount of resources at the node. Thus, $N_3$ has enough bandwidth and computing power to retrieve both $E_f+O_q$ and $O_f+E_q$ streams from $N_1$ and $N_2$. In turn, $N_4$, $N_5$, and $N_6$ can receive appropriate combinations of streams from $N_3$ according to their available resources. For example, $N_4$ may retrieve only $E_q$ and $O_q$ from $N_3$ because it uses a mobile device with a narrowband wireless connection and a small-size screen that best displays quarter-size videos. On the other hand, $N_6$ can accommodate all streams from $N_3$ and may further distribute the video streams intelligently to other peers. Compared to other MDC designs, MDC-STHI offers superior flexibility for P2P video streaming as the four sub-streams are independently encoded and a node may adaptively deliver suitable combinations according to the peers’ capabilities.

The combination of $E_f+O_q$ or $O_f+E_q$ poses an interesting challenge as it contains two streams of different resolutions. During transmission, the bits from $O_q$ may piggyback in the same IP packet with $E_f$ of the previous frame, and vice versa for $O_q$. This saves the overhead and ensures same time arrival of adjacent frames. An innovative hybrid interpolation scheme is also developed for such combinations, fully explained in [6].

Fig. 5 shows the integration of MDC-STHI with the NTU Streaming video source node. The four independently-encoded MDC-STHI sub-streams are read into the video source node and segmented. Each segment contains 60 frames, 15 frames for each sub-stream. The combination of $E_f+O_q$ or $O_f+E_q$ is handled by an innovative hybrid interpolation scheme.
each sub-stream, and there are 64 segments in the buffer, equivalent to 64 s of video data. Fig. 6 shows the video data flow of an NTUStrreaming client node. When receiving a segment, the MDC-STHI decoder processes the data using the corresponding MPEG-4 decoder based on the type of the segment. The decoded frames are then put into the STHI buffer. If the node only receives part of the description due to packet loss or bandwidth constraint, the STHI module performs spatiotemporal hybrid interpolation on the lost frames. Finally, the interpolated frames are sent to the display buffer.

V. COMPARISON BETWEEN MDC-STHI AND LVC

For MDC-STHI, because all descriptions are coded independently, a receiving node is able to put together the full resolution video if it receives collectively from its source nodes all descriptions of the full resolution video. In other words, different descriptions of the full video do not have to come from a single source node. If a receiving node does not receive all the descriptions of a full resolution video, it composes a scaled-down (either spatially or temporally) version of the full video. No node is required to receive all descriptions. Note that the system works because a receiving node has the chance to reconstruct a full resolution video even if none of its source peers has the complete full resolution video. This is in fact a novelty of MDC-STHI.

In contrast to MDC-STHI where each description is independently coded and hence missing any description does not cause catastrophic effect, the enhancement layers of LVC are dependent on the base layer. Therefore, the performance of LVC is hinged on successful transmission of the base layer. This limits its flexibility in a dynamic P2P network where peers join and leave at any time.

Another strong distinction between these two approaches is that thin stream is more likely to occur for layered streaming in a dynamic P2P streaming network. Thin stream refers to the case where a low resolution or partial video is received by a peer even if the peer has enough bandwidth for a full video. Because of the coding overhead, layered video coding requires more bits than the regular video coding employed in MDC for each description. Consequently, at a given bandwidth, a P2P network with layered streaming is more likely to run into the thin stream problem than a P2P network with the MDC scheme. When a network bottleneck occurs that can only accommodate, for example, the base layer, a downstream peer may receive only the base layer even though it has enough bandwidth to receive the enhancement layer as well (see Fig. 7). The complexity of layered coding also poses a great challenge to system implementation in practice. To sum up, LVC has higher video coding efficiency. To avoid the thin stream problem, the peers need to be clustered by the available bandwidths. On the other hand, although MDC consumes more bandwidth, it is resilient to errors and simplifies the mechanism forming the peer-to-peer network. Which approach is more appropriate for a peer-to-peer design at hand depends on the peer and available bandwidth dynamics, as well as the capacity of the underlying physical network. When the peers and network usage are stable and the network capacity is limited, the LVC with clustered peer-to-peer network approach will be better. Otherwise, MDC with the random peer-to-peer network approach appears to be a reasonable design choice.

Although the error resilience and thin stream problem of LVC can be solved by imposing the MD-FEC structure [24], [31] on LVC, the redundancy is high. For MDC-STHI, the redundancy comes from the quarter-size stream, the bit rate of which is normally set to 40% of that of a full-size stream in our simulations. Therefore, its redundancy ratio is 0.4/1 = 40%. For SVC plus MD-FEC (the layer structure of which is shown in Fig. 8), the redundancy comes from the FEC blocks. We use the MPEG-4 SVC reference software (JSMV) [25] to encode the CIF-size Foreman sequence into four quality layers corresponding to the four layers, $E_q$, $E_{q1} + O_q$, $E_r$, and $E_{r1} + O_r$, of our scheme. Table II lists the bit rate of each layer. The total bit rate allocated for FEC is $300 \times 3 \times 150 \times 2 + 150 = 1350$ kb/s, whereas the total bit rate of the layered video is $300 + 300 + 450 + 450 = \ldots$
1,500 kbps. Therefore, the redundancy ratio for this scheme is 1350/1500 = 90%, which is higher than MDC-STHI. Although the redundancy of SVC plus MD-FEC can be further reduced by unequal error protection [26] and selective transmission of only useful segments, the complexity of handling these descriptions also increases, which is not desired for a live streaming system. For these reasons, MDC-STHI is adopted in our system.

### VI. SEGMENT SCHEDULING

The segment scheduling policy determines how a peer requests video segments from partners. In our design, the video stream is separated into four sub-streams and thus the decision becomes more complicated. We divide the decision process into two parts: segment type selection and supplier selection.

The selection of segment type is formulated as an optimization problem and solved by linear programming based on information such as segment availability, size, video quality and estimated available bandwidth \( B_{\text{est}} \). Each peer constantly estimates \( B_{\text{est}} \) by taking a weighted average of the observed transmission rate \( B_{\text{obs}} \) and the previously estimated bandwidth. The initial \( B_{\text{est}} \) is set to the bit rate of the video. \( B_{\text{obs}} \) is a conservative estimation of the instantaneous available bandwidth and is calculated by dividing the averaged segment size by the averaged interval between the time the request for each segment is made and the time the requested segment is received for each data transmission. Because the transmitted segment traverses both the uplink of the sending peer and the downlink of the receiving peer, both the upload capacity of the sending peer and download capacity of the receiving peer is considered. Although there are more accurate bandwidth estimation methods reported in the literature [27], this simple bandwidth estimation scheme is adopted because most other methods involve sending extra probing packets, which consumes extra bandwidth.

Based on the information exchanged by each peer, a node schedules the transmission of \( K \) available segments at a time by

\[
\{x_i^j\} = \arg \max_{x_i^j} \sum_{j=1}^{K} \sum_{i=1}^{L} x_i^j U_i^j
\]

subject to

\[
T_i = T_{i-1} + \sum_{j=1}^{L} \frac{S_i^j}{B_i^j} - 1 > 0,
\]

\[
0 \leq \sum_{j=1}^{L} x_i^j \leq 1, \quad x_i^j \in \{0, 1\}
\]

where the symbols used in this optimization problem are all defined in Table III. For the \( K \) segments to be scheduled, our mechanism determines the segment types so that the video quality \( U_i^j \) is maximized subject to the constraint \( T_i > 0 \). The constraint is imposed to avoid the underflow of the video buffer, see Fig. 9. In our system, we actually consider both the download bandwidth of the peer and the upload bandwidth of its partners in \( B_i^j \). Simply considering the download bandwidth may not work well. A node is only allowed to request one segment type for each segment. The value of \( x_i^j \) is either 0 or 1. If \( x_i^j \) equals 1, segment \( i \) is scheduled to be type \( j \). After the type of each segment is determined, we use the rarest-first scheduling policy to decide the order of downloads and the suppliers of segments.

### VII. SYSTEM EVALUATION

Simulations are conducted to examine the stability and scalability of partnership formation on a large scale network and to verify the error resilience ability of MDC-STHI. Also, the performance of NTUStreaming implemented on a small-scale campus testbed and PlanetLab [33] is evaluated.

#### A. Partnership Formation Evaluation

The effectiveness of three overlay network construction strategies, SCAMP, SCAMP+PRF, and SCAMP+PRF+PRS, is compared by using packet-level simulations with ns-2 [28], and the results of the three strategies are denoted as SCAMP, PRF, and TYPHOON, respectively. The overlay network size is set to 1000 peers. The physical network topology is not important in the simulation because we do not consider the delay and bandwidth constraints. The only requirement of the physical network is that any two nodes are always connected. The objective of the simulation is to test the robustness of various partnership formation mechanisms, so we only simulate the peer dynamics on the overlay network. Each peer joins and leaves the overlay network with an exponential on-off distribution, and the mean values of both on and off periods equal 250 s. The average number of peers exist in the overlay network is 500. In the initialization phase, all peers join the network in the first 5000 s. The period of subscription advertisement is 128 s, and the simulation time is 75,000 s. The main

#### TABLE II

<table>
<thead>
<tr>
<th>Quality layer</th>
<th>L_1</th>
<th>L_2</th>
<th>L_3</th>
<th>L_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit Rate (Kbps)</td>
<td>300</td>
<td>300</td>
<td>450</td>
<td>450</td>
</tr>
</tbody>
</table>

#### TABLE III

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_i^j )</td>
<td>The PSNR value of segment ( i ) with type ( j )</td>
</tr>
<tr>
<td>( x_i^j )</td>
<td>The result of segment scheduling for segment ( i ) with type ( j )</td>
</tr>
<tr>
<td>( \mathcal{P}_i^j )</td>
<td>The subset of peers in the PartialView that have segment ( i ) with type ( j )</td>
</tr>
<tr>
<td>( D )</td>
<td>The estimated available bandwidth of the peer</td>
</tr>
<tr>
<td>( B_i^j )</td>
<td>( \min {D, \text{the maximum upload bandwidth of a peer in } \mathcal{P}_i^j} )</td>
</tr>
<tr>
<td>( S_i^j )</td>
<td>The size of segment ( i ) with segment type ( j )</td>
</tr>
<tr>
<td>( T_i )</td>
<td>The size of the video buffer after obtaining segment ( i )</td>
</tr>
<tr>
<td>( T_0 )</td>
<td>The size of the current video buffer</td>
</tr>
<tr>
<td>( L )</td>
<td>The number of types</td>
</tr>
</tbody>
</table>

Fig. 9. Status of the buffer before scheduling.
performance metrics examined here are partnership stability and load balance.

Due to the dynamics caused by peers joining and leaving the network, some peers may become isolated and lose all the information about the remaining part of the overlay network. In such a case, the whole overlay network is in the disconnect state; otherwise it is in the connect state. The state of the overlay network varies with time, and each state may elapse for a period of time. The duration the connect state is defined as connect time, and that of the disconnect state is defined as disconnect time. Fig. 10 shows the distributions of connect time and disconnect time. As we can see, both PRF and TYPHOON outperform SCAMP in preventing frequent and sudden system disconnections [Fig. 10(a)], and fewer disconnections and shorter disconnect time than SCAMP [Fig. 10(b)].

Table IV shows the statistics of the network stability based on the three strategies. Once the network falls into the disconnect state, the number of peers partitioned from the main cluster and the disconnect time are recorded. The instability index is defined as the sum of products of the disconnect time and the number of isolated nodes. It indicates how often the video segment transmission is interrupted. The statistics show that the instability of the P2P partnership for TYPHOON is significantly lower than the other two strategies.

Table IV

<table>
<thead>
<tr>
<th></th>
<th>SCAMP</th>
<th>PRF</th>
<th>TYPHOON</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connect Time (sec)</td>
<td>59180</td>
<td>67160</td>
<td>74320</td>
</tr>
<tr>
<td>Disconnect Time (sec)</td>
<td>15820</td>
<td>7840</td>
<td>680</td>
</tr>
<tr>
<td>Number of Disconnection (N)</td>
<td>305</td>
<td>181</td>
<td>18</td>
</tr>
<tr>
<td>Instability</td>
<td>51700</td>
<td>22100</td>
<td>2580</td>
</tr>
</tbody>
</table>

B. Comparison Between SCAMP and TYPHOON over Both Static and Dynamic Networks

SCAMP and TYPHOON are further compared by the following experiment to show their vulnerability to network dynamics. The simulation contains two phases. In the first phase, SCAMP and TYPHOON are compared on a static network, which means all peers stay in the network after they join. The average number of active peers is 1000. In the second phase of the experiment, we start to add churns to the network, where all the peers start to join and leave the network according to an on-off model with the mean values of both on and off periods equal to 500 s. The first phase starts from the beginning of the simulation to the 35 000th second, and the second phase starts from the 35 001st second to the end of the simulation. Although the total number of peers in this phase is 1000, the average number of active peers is 500.

The simulation results in Fig. 12 show that the membership size of SCAMP in a static environment is consistently large and stable. However, in a dynamic environment, the overlay network of SCAMP is no longer stable. The in- and out-degrees decrease from 15 to 4. Normally, the in- and out-degrees of SCAMP in a dynamic environment are much smaller than those in a static environment. In contrast, the TYPHOON protocol uses PRF and PRS to prevent the overlay network from heavily weakening. The simulation shows that the membership, though influenced by the on-off model, is still maintained above the lower bound.

C. Multiple Description Coding Evaluation

To demonstrate the effectiveness of MDC-STHI, four CIF-size (360 x 288) video sequences and one D1-size (720 x 480) video sequence are encoded with only I and P frames and with I frame interval being 30 frames. For CIF-size video sequences, the bit rate for each full-size stream is set to 750 kb/s, and that for each quarter-size stream is set to 300 kb/s. For the D1-size video sequence, the bit rate for each full-size stream is set to 1500 kb/s, and 600 kb/s for each quarter-size stream. When one description stream is lost or deliberately dropped due to bandwidth limitation, only the full-size even frames and quarter-size
odd frames are received. In this case, $E_f$ and $O_i$ are interpolated to produce a full-size video sequence.

The PSNR values of the interpolated odd frames are shown in Figs. 13–16. The red curve represents hybrid interpolation, and the green and orange ones, respectively, represent spatial and temporal interpolation. These figures show that the spatial interpolation scheme performs better for videos with fast motion while the temporal interpolation scheme performs better for videos with slow motion. Furthermore, STHI outperforms both the spatial and temporal interpolation schemes. The frames obtained from different interpolation schemes for the CIF-size Foreman video sequence are shown in Figs. 17–20. The circled areas clearly show the difference in picture quality between these schemes. Fig. 18, which is generated by STHI, shows better quality than Figs. 19 and 20.

D. Evaluation on a Small-Scale Testbed

To examine the video quality based on the proposed partnership formation, video coding, and scheduling mechanisms, the system is implemented on a campus testbed. Two sets of experiments are performed. The first set focuses on the impact of partnership formation protocol on video quality, and the second compares the bandwidth-aware segment scheduling
scheme with the rarest-first scheme. In these experiments, twelve computers in the campus are used.

Impact of Partnership Formation: In this set of experiments, SCAMP and TYPHOON separately distribute the CIF-size Foreman video sequence at 400 kb/s. The bandwidth available for each node is significantly higher than 400 kb/s, so segment loss is due to segment request failure rather than bandwidth limitation. For each protocol, the experiments are repeated three times to collect average PSNR values, and the simulation time is 1800 s for each trial. Since the experimental results are consistent over time, Fig. 21 only shows the data averaged over twelve nodes and three trials for a period of 500 s. As shown in Fig. 21, the video quality of SCAMP drops occasionally due to segment request failure. In contrast, video quality drops seldom occur for TYPHOON.

Impact of Segment Scheduling: In this set of experiments, MDC-STHI with bandwidth-aware scheduling and MPEG-4 with rarest-first scheduling is compared. The partnership formation protocol used is TYPHOON.
For MDC-STHI with bandwidth-aware scheduling, the CIF-size Foreman video sequence is encoded into four sub-streams: $E_f, E_q, O_f,$ and $O_q$. The bit rates of $E_f$ and $O_f$ are set to 750 kb/s and the bit rates of $E_q$ and $O_q$ are set to 300 kb/s. Three segment types are defined: “$E_fE_q + O_fO_q$”, “$E_f + O_q$”, and “$O_q$”. Segments of different types are different in size, redundancy, and PSNR value. Nodes having $E_fE_q + O_fO_q$ segments can serve nodes requesting $E_f + O_q$ or $O_q$ segments, and nodes having $E_f + O_q$ segments can serve nodes requesting $O_q$ segments. In the experiment, ten nodes with fixed bandwidth 3.0 Mbps always request segments with type “$E_fE_q + O_fO_q$”. In addition, we set up two special nodes A and B to demonstrate the performance of MDC-STHI under the bandwidth constraint. Node A is configured with varying bandwidth ranging from 0.8 Mbps to 2.0 Mbps and the average bandwidth is 1.5 Mbps. Node B is also configured with varying bandwidth ranging from 0.8 Mbps to 1.2 Mbps and average bandwidth 1.0 Mbps. All the twelve nodes follow the bandwidth-aware segment scheduling mechanism. The computation time of the optimized scheduling for $K = 10$ and $L = 3$ is at most 20 ms. This guarantees that the optimal schedule can be obtained in real time.

For MPEG-4 with rarest-first scheduling, the CIF-size Foreman video sequence is encoded at 1.5 Mbps. Ten nodes are configured with a fixed bandwidth 3.0 Mbps and two nodes C and D are configured with varying bandwidth. Node C has the same bandwidth setting as node A, and node D has the same bandwidth setting as node B.

The experiments are repeated three times to obtain the average results, and the running time for each trial is greater than 500 s. Since the experimental results are consistent over time, only a period of 100 s is extracted to show the difference between MDC-STHI with coded-aware scheduling and MPEG-4 with rarest-first scheduling. Fig. 22 shows that node A exhibits more stable video quality than node C does. However, the difference is not quite obvious because the bandwidths of node A and C are both sufficient to retrieve the video of 1.5 Mbps. Fig. 23 shows the scenario of nodes with insufficient bandwidth. MDC with bandwidth-aware scheduling allows bandwidth-limited nodes to acquire lower quality frames to preserve a stable and smooth display. This also proves that the NTUSTreaming system adapts to the bandwidth heterogeneity in the network.

E. Evaluation on PlanetLab

In this experiment, MDC-STHI with bandwidth-aware scheduling and MPEG-4 with rarest-first scheduling are further compared using the PlanetLab testbed. For MPEG-4, the CIF-size Foreman sequence is encoded at 500 kb/s. For MDC-STHI, the bit rates of $E_f$ and $O_f$ are set to 200 kb/s, and the bit rates of $E_q$ and $O_q$ are set to 50 kb/s. The overlay network consists of 100 nodes, some of which are connected via DSL. Because the performance of MPEG-4 is the same as that of MDC-STHI for nodes with high bandwidth, we only show the average video quality of four DSL nodes with bandwidth ranging from 300 kb/s to 350 kb/s in Fig. 24. The results are similar to the one in the previous section and prove that MDC-STHI with bandwidth-aware scheduling can achieve better quality for bandwidth-limited nodes.
VIII. CONCLUSION

In summary, we have presented the networking and video coding co-design of NTUStreaming, which consists of three key components: TYPHOON, MDC-STHI, and coded-aware scheduling. TYPHOON makes our system work equally well over both static and dynamic networks. MDC-STHI makes our system resilient to data loss and adaptive to network heterogeneity. Bandwidth-aware scheduling integrates the above two components to provide the best video quality. The experimental results indicate that the combination of P2P streaming with multiple description coding is a promising approach to adaptive provisioning of video broadcast on large-scale heterogeneous networks.
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