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Abstract. The question of our study is how to provision a Diffserv (differentiated service) intra-net serving three classes of traffic, i.e., voice, real-time data (e.g., stock quotes), and best-effort data. Each class of traffic requires a different level of QoS (Quality of Service) guarantee. For VoIP the primary QoS requirements are delay and loss; for real-time data response-time. Given a network configuration and anticipated workload of a business intra-net, we use ns-2 simulations to determine the minimum capacity requirements that dominate total cost of the intra-net. To ensure that it is worthwhile converging different traffic classes or deploying Diffserv, we cautiously examine capacity requirements in three sets of experiments: three traffic classes in i) three dedicated networks, ii) one network without Diffserv support, and iii) one network with Diffserv support. We find that for the business intra-net of our study, integration without Diffserv may need considerable over-provisioning depending on the fraction of real-time data in the network. In addition, we observe significant capacity savings in the Diffserv case; thus conclude that deploying Diffserv is advantageous. The relations we find give rise to, as far as we know, the first rule of thumb on provisioning a Diffserv network for increasing real-time data.

1 Introduction

Integration of services for voice, real-time data, and best-effort data on IP intra-nets is of special interest, as it has the potential to save network capacity that dominates costs [1]. Moreover, Bajaj et al. [2] suggested that when network utilization is high, having multiple service levels for real-time traffic may reduce the capacity requirement. While Bajaj et al. examined voice and low quality video in a Diffserv network, we are interested in voice and emerging transaction-oriented applications. Such applications are web-based and include support for response-time-critical quotes, and transactions on securities, stocks, and bonds. We expect to derive guidelines to provision an IP intra-net with multiple levels of services for such applications.

Recently Kim et al. evaluated provisioning for voice over IP (VoIP) in a Diffserv network [3]. They found a roughly linear relationship between the number of VoIP connections and the capacity requirement. The multiplexing gain was in agreement with the telecommunication experience. Although they investigated the effect of competing web traffic on VoIP in Diffserv networks, they did not measure performance for any type of traffic other than VoIP.

It is not clear yet how to provision for web-like data traffic. This provisioning problem is of special interest because in the future a portion of this data traffic may be real-time. This work addresses the problem of provisioning web traffic with response-time requirement on Diffserv networks that carry, in addition to real-time data, VoIP and other best effort data. Our goal is to measure with simulations the benefit of integration and differentiation of services. Therefore we try to answer, which of the following three cases requires lower capacity:

1. Keeping voice, real-time data, and best-effort data on dedicated IP networks
2. Integrating voice, real-time data, and best-effort data in a conventional IP network without Diffserv support
3. Integrating voice, real-time data, and best-effort data in a network with Diffserv support for the three classes of traffic
To determine the minimal capacity requirement, we measure quality of VoIP and real-time data. For VoIP, similar to Kim et al. [3], we measure end-to-end delay and loss. For real-time data traffic, we measure response-times of web downloads.

We observe that case two needs significant over-provisioning compared to case one when the fraction of real-time data is small to medium. If all data traffic is real-time, the capacity requirements for case one and two are not very different. For case three, we find a lower capacity requirement than that of case one. This capacity requirement shows an approximately linear relationship to the fraction of real-time data; more real-time data require more capacity. Compared to dedicated networks, the percentage of capacity savings for integration with diffserv remains approximately constant for a small to medium fraction of real-time data. These results give a guideline on how to provision diffserv networks for web traffic with response-time requirements.

The rest of this report is organized as follows: Section 2 describes the simulation environment, topology, source model and explains measurement metrics for QoS requirements to assess capacity provisioning. In Section 3 we explore capacity provisioning for voice, real-time and best-effort data services on dedicated networks. In Section 4 we present results on provisioning a conventional IP network without diffserv support for these services. In Section 5 we investigate provisioning and capacity savings with diffserv support. In Section 6 we discuss our results, limitations, and further work.

2 Setup

This section introduces the simulation environment, topology, source model, and measurement metrics for QoS requirements to assess capacity provisioning.

2.1 Simulation Environment

We use the ns-2 [4] as our simulation environment. We have augmented ns-2 with diffserv additions by Murphy [5], and scripts that explicitly model the interactions of HTTP/1.1 [6]. We have customized routines for collecting performance statistics.

The diffserv additions model diffserv functionality. Diffserv [7–9] provides different levels of service by aggregating flows with similar QoS requirements. At the network edges, packets are classified and marked with code-points. Inside the network, packets are forwarded solely depending on their code-points. We consider three levels of service based on different forwarding mechanisms as specified by the IETF.

- expedited forwarding (EF)
  This forwarding mechanism implements a virtual wire [10]. It is intended for delay sensitive applications such as interactive voice or video. Wroclawski and Charny [11] propose to implement guaranteed service[12] based on EF. We use it to forward voice traffic.

- assured forwarding (AF)
  This forwarding mechanism is intended for data that should not be delayed by network congestion [13]. Wroclawski and Charny [11] propose to implement controlled-load service[14] based on AF. We use AF to differentiate real-time data traffic from best-effort data traffic.

- best effort (BE)
  This forwarding mechanism implements best-effort service. We use it to forward best-effort data traffic.

The diffserv package implements three queues to buffer the packets of these three service classes. The queues are serviced with a deficit round-robin scheduler. We do no conditioning at ingress and configure a single level of drop precedences for AF, i.e. we mark all AF traffic as AF11.


2.2 Topology

For our simulation we choose a simple dumbbell topology as depicted in Figure 2. This topology may e.g. represent the bottleneck link in an intra-net, on which capacity is scarce (see Figure 1). It may also be viewed in a more general sense, since many have argued that there is always a single bottleneck link on any network path [2], which justifies our choice to start experiments with such a network topology. We distribute sources as depicted in Figure 2. We position 50 phones and 50 web clients at the right side of the bottleneck and 50 phones and 5 web servers at left side. Access links have 10Mb in capacity and 0.1ms in delay. The bottleneck link has a propagation delay of 10ms to model the worst case for a connection going through all of Europe. The variables in this simulation are the capacity of the bottleneck link and its queue size. If not explicitly mentioned, queue size is set to 20KB.

2.3 Source Model

We model voice traffic as VoIP. A telephone is a source/sink pair that produces CBR traffic at call times. We assume no compression or silence suppression; the source thus produces a 64Kb stream. As packetization for VoIP is not standardized, we assume that each packet contains 10ms of speech. We think that this is a realistic tradeoff between packetization delay and overhead due to IP and UDP headers. The net CBR rate of a phone is thus 86.4Kb.

To model call duration and inter-call time we use parameters as depicted in Table 1. In residential environments, call durations are simply exponentially distributed with a mean of 3 minutes [15]. However, from our partners we know that a bi-modal distribution for call durations, representing long and short calls, better suits the situation of a busy hour in a large bank. Both long
and short calls, as well as the inter-call time, were represented by exponential distributions. This model offers a mean load of 800Kb on the bottleneck link given that 50 phone pairs interact.

We model data traffic as web traffic. We explicitly model the traffic generated by request-reply interactions of HTTP/1.1 between web server and clients. This modeling of HTTP/1.1 interactions includes features like persistent connections and pipelining. We keep TCP connections at servers open for further down-loads and eliminate the need for a client to wait for the server’s response before sending further requests. We model a requested web page as an index page plus a number of embedded objects. To generate the corresponding traffic, we need the distributions for the following entities:

1. size of requested index objects
2. number of embedded objects
3. size of embedded objects
4. server selection
5. think time between two successive down-loads

Table 2. User/Session Related Parameters to Generate Web Traffic

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Distribution</th>
<th>Average</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of Index Objects</td>
<td>Pareto</td>
<td>8000 B</td>
<td>1.2</td>
</tr>
<tr>
<td>Size of Embedded Objects</td>
<td>Pareto</td>
<td>4000 B</td>
<td>1.1</td>
</tr>
<tr>
<td>Number of Embedded Objects</td>
<td>Pareto</td>
<td>20</td>
<td>1.5</td>
</tr>
<tr>
<td>Think Time</td>
<td>Pareto</td>
<td>30 sec</td>
<td>2.5</td>
</tr>
</tbody>
</table>

We use parameters as depicted in Table 2. Distributions of object sizes and number of embedded objects were determined with web crawling in a bank’s intra-net [16]. Measured distributions basically agree with those of Barford et al. [17,18]. Our model does not address the matching problem, i.e. which request goes to which server. Instead we randomly chose the server for each object. Server latencies were not modeled, as this exceeds the scope of this work. This model produces a mean load of 850Kb on the bottleneck link in direction from servers to clients, given that five web servers interact with 50 web clients on a dedicated network with 2.4Mb provisioned at the bottleneck link. In experiments with integrated networks, we measure slightly more data traffic than voice traffic on the bottleneck link given the number of sources and topology in Figure 2.

2.4 QoS Requirements

To determine the capacity requirement for a given network, we need to define QoS requirements for each type of traffic. We chose these requirements as realistically as possible. For this reason we
were in contact with a large Swiss bank. Thus, the QoS requirements for voice and real-time data are derived from the practice.

For VoIP transmission, we measure end-to-end delay and packet loss. We define three requirements: one for the end-to-end delay and the other two for packet loss. End-to-end packet delay for VoIP consists of coding and packetization delay as well as network delay. Coding and packetization delays can be up to 30ms. Steinmetz and Nahrstedt [19] state that one-way lip-to-ear delay should not exceed 100–200ms based on testing with human experts. In conventional telephony networks, users are even accustomed to much lower delays. For these reasons we define 50ms as an upper limit for end-to-end network delay. The impact of loss to VoIP depends on the speech coder. We assume the ITU-T G.711 coder [20], which is widely deployed in conventional telephones in Europe. To quantify the impact of packet loss to packetized speech coder with this coder, we group successive losses of VoIP packets into outages. The notion of outages comes from Paxson who investigated on end-to-end Internet packet dynamics [21]. Such outages are usually perceived as a crackling sound when played out at the receiver’s side. We think that number and duration of outages may characterize the impact of loss reasonably well for this coder in situations of low or moderate loss. Since there is no standard on how to assess human perception of VoIP transmission with this coder, we conducted trials in our lab, in which we mapped pre-recorded speech on outage patterns of our simulations. From these trials, we define the requirements on outages for VoIP as follows: The number of outages must not exceed 5 per minute. Outage duration must not exceed 50ms. This approach is similar to the one used by Kim et al. [3].

For real-time data we measure the fraction of response-times of web page downloads that are below five seconds. We define this fraction as the five seconds response time quantile. We define the response-time as the time that has elapsed between sending out the first TCP SYN packet and receiving the last TCP packet containing relevant data. To control QoS for this type of real-time data traffic, banks measure the percentage of data that is received in five seconds. Banks require this quantile to exceed some limit in the very high nineties. After discussion with partners, we set this limit to 99%.

3 Dedicated Networks

We investigate the provisioning for dedicated networks for VoIP and web traffic to be able to assess the benefit in terms of capacity savings when integrating these networks. We determine provisioning by assessing QoS for each type of traffic.

3.1 Voice

For VoIP traffic we measure the capacity needed to accommodate the traffic generated by 50 phones. We measure end-to-end delay, and number and duration of outages at increasing link capacity.

Figure 3 (top) depicts maximum end-to-end delay of VoIP packets. We find that the maximum delay decreases from 145ms at 1.2Mb to 11ms at 1.9Mb. The QoS requirement for end-to-end packet delay, to be less than 50ms, is reached at 1.6Mb. For capacities larger than 1.8Mb, the end-to-end delay equals the physical propagation delay. This means that queues in the system are empty at this capacity. Figure 3 (bottom) demonstrates the number of outages for VoIP on a dedicated network decreases from 25 at 1.2Mb to zero at 1.8Mb. For larger capacities the number of outages remains zero. The QoS requirement for the number of outages, to be less than five per minute, is met at 1.5Mb. At 1.8Mb outages disappear as queues become empty. Figure 4 depicts the maximum outage durations. Maximum outage duration sharply drops at 1.4Mb and becomes zero at 1.8Mb. The QoS requirement for the maximum outage duration, to be less than 50ms, is reached at 1.5Mb. Reviewing all QoS requirements at a time, we find that the end-to-end delay requirement is met at 1.6Mb, whereas the requirements on the number and duration of outages are both met at 1.5Mb.

We summarize our findings on provisioning dedicated network for VoIP:
Fig. 3. Packet Delay and Outage Frequency for VoIP on a Dedicated Network

Fig. 4. Outage Duration for VoIP on a Dedicated Network

- Outages and queuing delay totally disappear at 1.8Mb.
- The stringent end-to-end delay requirement of 50ms is the dominant factor that limits provisioning for VoIP in a dedicated network to 1.6Mb.
### 3.2 Real-Time Data

In this section, we measure the capacity requirement for real-time data traffic on a dedicated network. We model real-time data as web traffic with a response-time requirement.

![Response Time Quantile vs. Link Capacity](image)

**Fig. 5.** Five Seconds Response Time Quantile for Web Traffic on a Dedicated Network

We start with all data traffic in our experiment being real-time, i.e. all 50 web clients requesting web pages with a response-time requirement. Figure 5 depicts the fraction of web pages that can be downloaded within five seconds at increasing capacities. This fraction grows from 93.5% at 1.2Mb to 99.3% at 2.6Mb. The curve is concave from above, which means that additional capacity has a stronger impact on response-times at lower capacities and a smaller impact at higher capacities. The QoS requirement for real-time data, that 99% of the web pages can be downloaded in less than five seconds, is met at 2.4Mb.

These response-time quantiles are measured at a queue size of 20KB at both ends of the bottleneck link. Since queue size 20KB is already larger than the bandwidth delay product, which is required to make TCP perform at its maximum, varying queue size has not much impact on response-times.

![Capacity Requirement for Real-Time Data](image)

**Fig. 6.** Multiplexing for Real-Time Data Traffic
As we want to experiment with various fractions of data traffic having a real-time requirement, we investigate the capacity requirement of an increasing number of web clients requesting pages with a response-time requirement. Figure 6 shows that the capacity requirement grows less and less with increasing number of clients. It grows from 0.9Mb for 5 web clients to 2.4Mb for 50 web clients.

We summarize our findings on provisioning dedicated networks for real-time data:

- The capacity requirement for 50 web clients requesting web pages with response-time requirement is met at 2.4Mb.

3.3 Three Dedicated Networks

We determine the capacity requirement for a set of dedicated networks as follows. A dedicated network for VoIP has a capacity requirement of 1.6Mb. To accommodate the real-time data traffic on a dedicated network, we need between zero and 2.4Mb depending on the number of clients requesting web pages with response-time requirement. The remaining best-effort traffic on a dedicated network needs marginal capacity as it has no QoS requirements to meet. We assume that this capacity for best-effort traffic on a best-effort network is zero, which is in favor of the dedicated networks case. Summing up these requirements, we conclude that dedicated networks need between 1.6Mb and 4.0Mb provisioning depending on the fraction of real-time traffic.

4 Integrated Networks

![Max. Delay vs. Link Capacity](image)

**Fig. 7.** Maximal end-to-end Delay without Diffserv Support

In this section, we investigate capacity requirements for an integrated network without diffserv support. A network without diffserv support cannot differentiate between best-effort and real-time data. Therefore, we have to over-provision the network such that VoIP meets its QoS requirements and all web traffic, best-effort and real-time, meet the response-time requirement.

For VoIP packets we measure a maximum end-to-end delay of 58ms at 3.5Mb that linearly decreases with increasing capacity to 45ms at 4.4Mb (Figure 7). In contrast to the dedicated networks case, these values remain considerably high. To measure the impact of loss for VoIP, we depict number and duration of outages at increasing capacity. Figure 8 (top) shows that outages start at 5.5 per minute for 3.5Mb and slowly decrease to 2.8 per minute at 4.5Mb. The QoS requirement of a maximum of five outages per minute is met at 3.6Mb. Outage durations (see
Figure 8. Number of Outages and Outage Duration without DiffServ Support

Figure 9. Five Seconds Response Time Quantile without DiffServ Support

Figure 8, bottom) show no clear trend. They fluctuate between 30ms and 40ms in the studied interval between 3.5Mb and 4.5Mb. This is below the QoS requirement of 50ms. Other than in the dedicated networks case, there is no capacity at which VoIP delay sharply drops and outages
disappear. We presume that this effect comes from the bursty nature of competing web traffic, which cannot be alleviated in the studied range of capacities.

For data traffic, we monitor the response-time of all web pages, as a network without diffserv support cannot differentiate between real-time and best-effort data. Figure 9 depicts the fraction of all down-loads below five seconds. This fraction increases from 99.2% for 3.6Mb to 99.6% for 4.5Mb. The QoS requirement, that 99% of the web pages can be down-loaded in five seconds, is fulfilled for all studied capacities. We presume that the reason for this excellent performance for real-time data is the unlimited use of the total capacity at the bottleneck link.

To determine the capacity requirement for a network without diffserv support, we review QoS requirements for VoIP and data traffic. VoIP’s delay is the dominant requirement that sets the capacity requirement to 4.2Mb.

We summarize our results for provisioning an integrated network without diffserv support:

- An integrated network without diffserv support cannot differentiate services. Therefore we have to over-provision such that all data traffic meets the QoS requirement for real-time data.
- The stringent requirement on VoIP’s delay is the dominant factor setting the capacity requirement for an integrated network without diffserv support to 4.2Mb.

5 DiffServ Support

![Max. Delay vs. Link Capacity](image)

**Fig. 10.** Maximal end-to-end Delay with DiffServ Support

In this section we investigate provisioning an integrated network for voice, real-time, and best-effort data with diffserv support. To differentiate three levels of service, we mark the traffic as follows:

1. Voice traffic as expedited forwarding (EF).
2. Real-time data traffic as assured forwarding (AF).
3. The remaining traffic as best effort (BE).

After some first trials, in which we have observed larger capacity requirements for a diffserv network than for a network without diffserv support, we realized a performance problem caused by the deficit round-robin (DRR) scheduler in Murphy’s diffserv package. The DRR scheduler implements a queue for each level of service and assigns a fixed number of byte-credits to each queue on a per-round basis. These byte-credits can then be used to forward packets of back-logged
queues. If a queue is not back-logged, the byte-credits can be unlimitedly accumulated to be used when packets arrive on this queue, which then causes high queuing delays for packets in other queues. We have found in our simulations that bursty real-time traffic has led the AF queue
to accumulate enough byte-credits to cause large delay and outages for VoIP traffic in EF. The performance problem is now also reported on the web page of the diffserv package[5]. We thus revised the scheduler and modified it into a weighted round-robin (WRR) based on packet counts. This WRR scheduler has the advantage that we can give tight delay bounds for every queue. With this modification, we were able to measure significantly lower capacity requirements than in the integration without diffserv case.

Before varying the fraction of data traffic that is real-time, we have thoroughly studied a setup in which 20% of the web clients have requested real-time data and 80% of the web clients have requested best-effort data. We have found that the capacity requirement is minimized when service rates for the queues in the WRR scheduler are configured such that QoS for voice and real-time data is simultaneously at the performance limit. We show figures that depict QoS metrics vs. capacity for such a configuration. For VoIP, Figure 10 shows that end-to-end delay lowers from 140ms at 2.1Mb to 20ms at 3.1Mb. The QoS requirement of 50ms is fulfilled at 2.4Mb. Figure 11 (top) shows that the number of outages for VoIP drops from eight per minute at 2.1Mb to zero at 2.8Mb and remains zero for capacities larger than 2.8Mb. Figure 11 (bottom) shows that the maximal outage duration for VoIP drops from 15ms at 2.1Mb to zero at 2.8Mb and remains zero for capacities larger than 2.8Mb. The QoS requirement for outage durations, not to exceed 50ms, is met for all capacities in the interval studied. We see that all QoS metrics for VoIP in an integrated network with diffserv support evolve similar to the corresponding QoS metrics in a dedicated network. Delay, and the number and duration of outages sharply drop at some sufficient capacity around 2.4Mb. The delay requirement determines the provisioning from the VoIP side.

For real-time data, the fraction of web pages that can be down-loaded in less than five seconds increases from 98.7% at 2.1Mb to 99.7% at 3.1Mb (Figure 12. The 99% QoS requirement, determining provisioning from the real-time data side, is met at 2.3Mb. For best-effort data, the fraction of pages with down-loads times of less than five seconds increases from around 80% at 2.1Mb (not shown) to 97.6% at 3.1Mb. This is a clear service differentiation between real-time traffic and best-effort traffic.

![Provisioning Requirement versus Fraction of Real-Time Data Traffic](Fig. 13. Provisioning Requirement versus Fraction of Real-Time Data Traffic)

Next, we vary the fraction of data traffic that is real-time to investigate the relationship between provisioning requirements and the fraction of real-time data traffic. We find an approximately linear correlation for small to medium fractions of data traffic being real-time; more real-time traffic needs more capacity (Figure 13). Compared to the dedicated networks case, the savings in capacity are approximately 15% for the WRR scheduler with our source model that produces slightly more data traffic than voice traffic. First measurements with a weighted fair queuing scheduler seem to
show slightly higher savings. In addition, we see that a network without diffserv support needs up to 60% over-provisioning.

We additionally experimented with conditioning the real-time data traffic with a token bucket and found that configuration of rate and depth had no significant effect on provisioning.

6 Conclusion

In this study, we investigate QoS provisioning of intra-nets serving three classes of traffic, i.e., voice, real-time data and best-effort data. We find that integration on a network without diffserv support needs significant over-provisioning if a small to medium fraction of data traffic is real-time. If all data traffic is real-time, provisioning for dedicated networks and integrated networks with or without diffserv support is not much different. For all other traffic compositions we find lower capacity requirements for networks with diffserv support than for dedicated networks. Compared to dedicated networks, the percentage of savings for integration with diffserv remains constant for a small to medium fraction of real-time data. Our results provide a rule of thumb towards capacity planning for real-time data.

For the networks with diffserv support, we find that choice and implementation of the scheduling algorithm had significant impact on capacity requirements. We are aware that the WRR scheduler, which we used in Section 5 does not lead to the optimal performance. However, we can give tight delay bounds for this scheduler, which we think is crucial as delay seems to be the limiting factor. To clarify this issue, we are currently experimenting with a weighted fair queuing scheduler [22].

In addition, we plan to further vary traffic compositions, particularly to study variations of offered load for voice and data, and investigate more complex topologies. To generalize our results for the Internet, we plan to investigate capacity provisioning on randomly generated topologies with Zipf's law connectivity [23]. Finally, we would like to stress that, in addition to the results reported in this paper, our simulation package is publicly available. It will enable the research community, network service providers, banks and other large enterprises to derive provisioning guidelines for their networks.
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